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Abstract

The restriction conjecture asks for a meaningful restriction of the Fourier
transform of a function to a sufficiently curved lower dimensional manifold.
It then conjectures certain size estimates for this restriction in terms of the
size of the original function. It has been proven in 2 dimensions, but it
is open in dimensions 3 and larger, and is an area of much recent active
effort. In our study, instead of aiming to prove the restriction conjecture,
we target understanding its worst-case scenarios within known estimates.
Specifically, we investigate the extension operator applied to antipodally
concentrating profiles, examining the ratio of the norms of these extensions.
This involves understanding how the mass near the north pole compares to
the mass near the south pole in terms of magnitude. Initial computational
studies confirmed the established dichotomy betweenp > 2and 1 <p < 2.
Based on these findings, we propose two conjectures: the first one is that
there are 3 cases of the behavior of this constant, and the second one is that
there exists a cutoff. We will also present some facts and conjectures related
to special values such as the endpoint of t=1.
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Preliminary Concepts and Sharp
Inequalities

0.1 Key Concepts in Analysis

Harmonic analysis, a branch of mathematics that studies the representation
of functions or signals as the superposition of basic waves, has been a fertile
ground for research due to its profound implications across various do-
mains such as quantum mechanics, number theory, and signal processing.
At the heart of harmonic analysis lies the Fourier transform, a mathematical
tool that decomposes a function into its constituent frequency.

Let us begin the discussion of optimal constants in Fourier restriction
hypothesis through explanation of some key ideas and context. As Fourier
Transform and Restriction are essentially integrals, we first introduce the
concept of Lebesgue integration. The Lebesgue measure, denoted as ), is
a mathematical construct used to define the measurement of a set within
Euclidean space, which is simply R* on our case, in a way that inherits
the property of traditional notions of length, area, or volume, and extends
beyond it. For a given set A, the Lebesgue measure A\(A) can be intuitively
thought of as follows:

1. For intervals in real numbers, the Lebesgue measure corresponds to
the length of the interval. For an interval [a, b], the Lebesgue measure
is A([a,b]) = b —a.

2. For higher dimensions, such as areas in 2D or volumes in 3D, the
Lebesgue measure extends this idea. For a rectangle in 2D with sides
of length [ and w, the area (Lebesgue measure) is A = [ x w. Similarly,
for a box in 3D, the volume (Lebesgue measure) is the product of its
length, width, and height.

3. For more complicated sets, the Lebesgue measure can be approxi-
mated by covering the set with countable collections of intervals (or
rectangles, boxes in higher dimensions) and summing their measures
(lengths, areas, volumes). The measure of a set A is essentially the
smallest total measure of such coverings.
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The Lebesgue integral is closely related to the Lebesgue measure in
that it allows for the integration of functions with respect to this measure.
We will be primarily working on integrals over R%"! and its subset, the
d—dimensional sphere S.

Functional Analysis is a branch of mathematics that extends the meth-
ods of classical analysis, including calculus and differential equations, to
more abstract spaces. Recall that in real analysis, we studied real numbers,
the space they inhabit, and functions that take in real numbers as input.
Similarly, the primary objects of study in functional analysis are functions
the spaces they inhabit, known as function spaces, and functionals which
takes in a function as input. These spaces can be thought of as collections of
functions that share a common property, such as continuity, differentiabil-
ity, or integrability, along with a structure that allows for the measurement
of distance or convergence.

A metric space is a set of functions X together with a metricd : X x X —
R, which defines the distance between any two elements of X, and satisfies
the following properties: non-negativity, d(x,y) > 0 with d(z,y) = 0 if
and only if z = y; symmetry, d(x,y) = d(y,z); and the triangle inequality,
d(z,z) < d(z,y) + d(y,z). A metric space is said to be complete if the
limit of any convergent sequence in the space is also in the space. An
L, space is a special type of metric space that can be defined as a space
of measurable functions for which the p-th power of the absolute value is
Lebesgue integrable.

The L, spaces are important in various fields of mathematics and re-
lated domains, including analysis, probability, and statistics, because they
provide a flexible way to quantify and compare functions’ sizes or effects
across different contexts. For a given function f : S — C", a measure p(x)
(which is often the conventional Lebesgue Measure if not specified), and a
real number p > 1, the L, norm of f is defined by the following expression:

It = ( |f<x>|pdu<x>)’l’

This formula essentially says that we:
1. Take the absolute value of f, raise it to the power of p,

2. Integrate this value over the entire set X with respect to the measure
Iy

3. And finally, take the pth root of the integral.
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The result is a single number, ||f||,, which is the L, norm of f. For
our study, we will be looking at integrals on spheres, with § = §, the d-
dimensional unit sphere in R9*!, which is not very different from (Riemann)
sphere integral in a familiar setting.

Here are some special values of p that is of particular interest:

e For p = 1, functions in L; space are often used in comfutational
geometry and statistics. Consider the function f(z) = e™*", which is
an example of a Gaussian function.

> 2 & 2
/ le™ | dx :/ e ¥ dx.
— 00 —00

The integral converges to a finite value, which is known to be /7,
demonstrating that f(z) = e~*" is indeed an L; function.

* For p = 2, the L, space is of particular interest because it relates to the
concept of Euclidean distance in an infinite-dimensional space, and
|| f||2 corresponds to the "energy" or "power" of the function f. It is
also the only L, space associated with an inner product.

¢ While p can be any positive real number, we focus on p > 1 because
for these values of p, the space becomes a complete metric space.

0.2 Introduction to Fourier Analysis

Fourier Analysis is a branch of mathematical analysis that deals with ex-
pressing a function as a sum of periodic components and recovering the
function from those components. It is a powerful tool for analyzing func-
tions and signals in various domains, such as time or space, by decomposing
them into frequencies. Grounded in the study of Fourier series and Fourier
transforms, Fourier Analysis helps us to understand functions using sines
and cosines.

For a function f : R® — C, the Fourier Transform and its inverse are
defined as follows:

® The Fourier Transform of f(x), where x = (x1,x2,...,2,) € R", into
the frequency domain is given by:

f&) = | rex)emiexax
Rn
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where £ = (§1,62,...,&,) € R" represents the frequency variables,
and ¢ - x is the dot product of £ and x.

e The function f(x) can be recovered from its Fourier Transform f ()
using the inverse Fourier Transform, which is:

fx)= [ f(&)e*™exdg
Rn

After reviewing several important concepts related to our work, we will
now discuss the concept of sharp inequality.

0.3 Sharp Inequalities

An inequality is said to be sharp if it cannot be relaxed and still be valid
in general. Defined formally the inequality A < B is called sharp if B is
the least upper bound for all values of A under consideration.This criterion
guarantees that sharp inequalities are the most stringent conditions under
which a mathematical statement remains true. This motivates the question
of "When does an inequality become an equality?"

The equality conditions in sharp inequalities are crucial as they reveals
the extremal configurations or scenarios where the mathematical bounds
are exactly met, offering deeper insights into the structure and behavior of
mathematical entities under study. In our case, the entities are transfor-
mations of functions, which we will elaborate in the coming sections. To
illustrate the special properties in structure of the conditions where equality
holds, we discuss the following well-known inequalities.

0.3.1 Example: Holder’s Inequality

Holder’s Inequality, a fundamental theorem in functional analysis, gener-
alizes the concept of the Cauchy-Schwarz Inequality to a broader range of
spaces, including L, spaces. Holder’s Inequality states that

([ rf<w>|pdx)’l’ (] \g(m)ﬁdx)‘l’,

where % + % =land 1 < p,q < oo. This inequality studies the mag-
nitudes of functions and their integrals, asserting that the integral of the
product of two functions is bounded by the product of their L, and L,

f(2)g(x) dx
R
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norms. Equality holds if and only if f? and g¢? are linearly dependent al-
most everywhere, meaning that there exist real numbers o, 8 > 0, not both
of them zero, such that a|f|P = 3|g|? -almost everywhere.

0.3.2 Example: The Isoperimetric Inequality

In the realm of geometry, the Isoparametric Inequality links the volume of a
domain to the surface area of its boundary, with spheres giving the equality
condition. The inequality states that for a bounded set S C R" with surface
area per(S) and volume vol(.S), the inequality is given by

per(S) > nvol(S)" = vol(By),

where B; C R” is a unit ball. Equality holds when S is a ball in R".
Also a well-studied functional inequality, the Isoparametric Inequality in
R? has an elegant proof which involves harmonic analysis. We will give a
proof due to Hurwitz in 1901, mentioned in Stein and Shakarchi[1] of the
problem in 2 dimension:

Lemma 1 (Isoparametric Inequality in 2D). Suppose that I is a simple closed
curve in R? of length ¢, and let A denote the area of the region enclosed by this
curve. Then
2
A S 57
with equality if and only if T is a circle.

Proof. For this proof, we will use the bilinear form of Parseval’s Identity,
which states that

> 27 _
> abi= g | Sl

n=—oo

where {a,} is the Fourier coefficient of f and {b,} is the Fourier co-
efficient of g. We can always map any simple closed curve(a curve with
no break points that does not intersect anywhere with itself) to one with
arbitrary length. It suffices to prove that if / = 27 then A < 7, with equality
only if I' is a circle.

Let v : [0,27] — R? with y(s) = (z(s),y(s)) be a parametrization by
arc-length of the curve T, that is, 2/(s)? + ¢/(s)? = 1 for all s € [0, 27]. This

implies that
1 27

o (2'(s)> + 4/ (s)?) ds = 1.
T Jo
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Since the curve is closed (it can be drawn with no break points), the functions
z(s) and y(s) are 2w-periodic, so we may consider their Fourier series

z(s) = i ane™ and y(s) = i bpe™.

When we differentiate z(s) with respect to s, we obtain

/ d S ins = d ins
‘T(S):ds<zane >=st(ane )

n=—00 n=—00
Therefore,
e .
7' (s) ~ Z inape'™’.
n=-—oo
Similarly, for y(s) we have
o0 .
Y (s) ~ Z inb,e".
n=-—o0o

For the squared derivatives, Parseval’s identity can be written as

27 >
/ |2/ (s)|*ds = Z linay,|?,
0

n=—oo

and for y(s),

27 o0
/ W) Pds= S Jinbaf?
0

n=—oo

Combining these two and considering the original condition from equa-
tion (2) that 2/(s)% + /(s)? = 1, we get

1 2m
3 | @y e ds
= > (linan|* + |inby|*)

o0

= Z ‘n‘Q(‘an‘Q'i“an)-

n=—oo
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Applying the given condition yields

Y 1P (anl® + bal?) = 1,

n=—oo

which is the equation given by applying Parseval’s identity to the squared
derivatives of the functions z(s) and y(s).

We now apply the bilinear form of Parseval’s identity to the integral
defining A due to Green’s Theorem. Since x(s) and y(s) are real-valued, we
have a_,, = @, and b_,, = b,, so we find that

= Z ‘n(ana — bn@).‘

n=—oo

27
A= /0 2()y/ (5) — y(s)2(5) ds

Note that

’ana - bn@| S |anm‘ + ‘bn%’ S 2‘angn’ S |an‘2 + |bn’2

where the firstinequality comes from the triangle inequality for complex
numbers, and the second inequality is an application of the arithmetic-
geometric mean inequality.

Thus,

A= i [n(anbn — bnan)|
<r _i nl(jan + b0 )
<r S Wlanl? +baP)
< ﬂ_n:_oo

Now, we will demonstrate that the inequality is sharp by studying the
special case of conditioned equality. While the study of the Isoperimetric
Inequality dated back significantly longer than the invention of Fourier
Analysis, and the curve that should achieve inequality was hypothesized to
be a circle, the hypothesis relied on heuristics, not proofs.
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For the inequality to become an equality, we must reach the identity
S al2(an + el = S nlanbs — baan)

which is possible if and only if all {a,},{b,} to vanish apart from
{a_1,a0,a1} and {b_1, by, b1 } because |n| < |n?| as soon as |n| > 2.

When A = 7, the area enclosed by the curve, we deduce from the
previous argument that

x(s) = a_1e” % + ag+ a1e”® and y(s) = b_1e7% 4+ by + by,

We know that x(s) and y(s) are real-valued, so a_; = @y and b_; = b;. Since

we have equality, we must have |a;| = |b1| = 1/2. We write
1, 1,
ay = iew‘ and b; = 5626.

The fact that 1 = 2|a1b—_; — a—1b1| implies that |sin(a — )| = 1, hence
a — B = km /2 where k is an odd integer. From this we find that

x(s) =ag +cos(a+s) and y(s) = by tsin(a+ s),

where the sign in y(s) depends on the parity of (k — 1)/2.
U

While this proof only studies the curves in R? that can be parameterized,
it offers valuable insight on our ability to analyze a problem with periodic
functions.
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0.4 Introduction to Restriction Theory

With the definition of Sharp Inequalities in mind, we now come to explore
which sharp inequality we are expected to observe in particular. Despite its
classical origins and widespread application, the Fourier transform’s behav-
ior, particularly its interaction with lower-dimensional manifolds, remains
an area of active investigation. This inquiry is epitomized by the Restriction
Conjecture, which has spurred much of the research in harmonic analysis
over the last fifty years.

The Restriction Conjecture is concerned with understanding the condi-
tions under which the Fourier transform of a function can be restricted to
a sufficiently curved lower-dimensional manifold and conjectures certain
size estimates for this restriction in terms of the size of the original function.

As a key problem in harmonic analysis for over five decades, he con-
jecture inquires about the conditions under which the Fourier transform
of a function can be meaningfully restricted to a sufficiently curved lower-
dimensional manifold, proposing size estimates for this restriction. Proven
in two dimensions but open in higher, it has implications beyond harmonic
analysis, such as in differential equations[?] and number theory. We explore
the restriction operator R associated with the unit sphere S¢, defined for a
function ¢ : R**! — C as

Rg(w) = / e () dx
Rd+1

for w € S°.

This transform takes it in g : R9*1 — C computes it’s Fourier trans-
form, which is a new function § : R¥*! — C. The fact that g € L; — §
implies that the restriction operator is well-defined. Finally we have the
function Rg(w) : S* — C. This transform is denoted as “restriction” be-
cause the new function has a more reduced domain of definition. For
g € Ll(Rd+1), g is continuous and bounded, yielding the restriction in-
equality ||Rgl[zeoset1) < llgllz,me+r). g is bounnded by |g|z,, and such
inequalities are called “restriction inequalities"
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In this context, the surface measure o on S%, used in defining the norm
of Rg, is derived from Lebesgue measure adapted to the sphere’s geometry,
facilitating integration over S? that reflects its curvature. The measure o is
essential for applying Lebesgue integration theory to spherical domains.

Lemma 2.
max Rg(w)| < gl ma+1y

Proof. Let g € L1(R%*1) and consider w € S¥*!. By definition, we have

Rg(w) = / e~ Wg(x) da.
Rd+1
Taking the absolute value,

Rg(w)| =

/Rd+1 e g (x) dx|.

Using the triangle inequality for integrals, we obtain
Row) < [ | le*llg(o)] da.
Rd+1
Since |e~®@¥| = 1 for all z,w,

Rg(w)| < / l9()| dz = |9l L, (ma+1)-
Rad+1
Thus, for any w € S%+1,

Rg(w)| < gz, ma+1)-
Taking the maximum over all w € S,

max [Rg(w)| < llgl, g

O]

For gin Ly(R¥*1), a direct application of the formula for Rg is ill-defined
due to the potential divergence of the integral defining ¢(§) for some &.
Instead, § is constructed via approximation, where for each g € Ly(R4F1),
a sequence {g,} C Li N Ly converges to g in Ly. The Fourier transform ¢ is
then the limit in L, of {4, }, extending the operator from L; N Ly to all of Lo
by continuity.
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Lemma 3. Given any function g € Ly(R¥+1), the Fourier transform § exists in
Ly(RH). [21,[3]

Proof. For g € Ly(R*1), there exists a sequence {g,} C Lj N Lo such that
lgn — gllL, — 0 as n — oco. In other words, g, approximates g in the Lo
sense. This is because in both L; and Ly, continuous functions are dense,
meaning that you can approximate a given function in the space within any
given margin of error.

Due to congvergence in Ly, we claim that {g, } is a Cauchy sequence in
Lo, or for any € > 0, there exists N € N such that for all m,n > N, we have
gn = gmllL, <e. )

Plancherel’s theorem guarantees that || f|| 1, = || f||1, forall f € Lo(R¥+1).
Therefore, {g, } is also a Cauchy sequence in L; since

lgn — gmllL, = lgn — gmllL, <€

for m,n > N. Given that Ly(R%*1) is a complete metric space, the Cauchy
sequence {g,} converges to some limit in Ly. Let this limit be §. By
definition, § is the Fourier transform of g in Lo(R*+1).

O

Because “functions" in L, are really equivalent classes of functions al-
most everywhere, the restriction of the Fourier transform ¢ to the sphere
for functions in LQ(Rd+1) is ill-defined. However, Stein revealed that the
sphere’s curvature allows for the possibility of meaningful restriction for
certain function spaces beyond L, specifically for some p > 1. This justifies
the restriction conjecture as follows:

Conjecture 4. For 1 <p < % and q < %59/

IRl L, (st:d0) < CllglL, @a+1ys 1)
where p denotes the Holder conjugate of p.

The conjecture is known for 1 < p < 2. [reference needed] The adjoint
of the restriction operator, denoted R* or £ for extension operator, relates
to the restriction operator R via an operation similar to the inner product :

(Rg, f) = (9, R*f)
For functions g € L,(R¥1) and f € L¥'(S%), this relationship is ex-
pressed through integrals over R*! and S%, leading to the definition of

R* f(z) = /S e f () do
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Because R* starts from a function on the manifold and extends it to a
function on R%*1, it is often called the extension operator and denoted by
£.

Because of the close relationship between restriction and extension, the
restriction conjecture has an equivalent form in terms of extension.

Conjecture 5. For ¢ > d%l?p/ and q > 2(#1)

1€ flLy®a+ry < CllfllL,(s4:d0)s ()
where p' denotes the Holder conjugate of p.

Lemma 6. The restriction conjecture for R : L,(R*1) — L,(S%) is equivalent
to the extension conjecture for the adjoint operator R* : L9 (S%) — LP'(R41),

The proof of such equivalence requires the following lemma shown in
(8]

Lemma 7. Suppose 1 < p,q < oo are conjugate exponents. If g € L, then

lollz, = sup{‘/fg‘ Nl < 1}

Proof. (Proof of 3.5) Suppose R is bounded from L,, to L,, there exists a
constant C such that for all g € L,(R**1),

IR9ll L, s < CllgllL, @ty
By Holder’s inequality, it follows that for all f € L7 (S%),

[ ®a)s o

The inner product of Rg with f is equal to the inner product of g with
R*f, which means

/ 9(R*f) dx
Ra+1
This implies that R* f € LP' (R4+1) and

HR*fHLP’(Rle) < CHfHLq’(Sd)a

showing that R* is bounded from L7 (S%) to L¥' (R4+1).

The reverse implication follows by the same argument, starting with the
boundedness of R* and showing the boundedness of R by considering the
duality pairing in the opposite order.

< 1Rl sy 1| o sty < Cllgl gty 11| o sy

< Cllgll L, @) 1f1] o (sa)-

O]
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0.5 Sharp Restriction/Extension Inequalities

With the two forms of Restriction Conjecture in mind, we ask the immediate
follow-up question of the function which potentially satisfies the equality
(which originates from an extreme case from the original inequality). The
equivalence of the two forms of the supremum in the extension conjecture
simplifies our analytical approach. By transitioning to a discussion on the
supremum, we aim to explore the upper bounds of the operator’s amplifi-
cation effect more comprehensively. This exploration is vital for identifying
sharp constants and understanding the conditions that lead to the existence
of extremizers, which are functions that achieve or closely approach these
upper bounds.
Define
1€ ] L, masr

S =
pP—q ||fHLp(Sd;dG)<OO HfHLp(Sd;do.)

The supremum encapsulates the core challenge of the extension conjecture:
to quantify the maximal effect of the extension operator on the L, norm of
functions from S to R?*!. By considering the supremum, we can directly
measure the maximal amplification effect the operator has on the L, norm
of functions when transferred from the sphere to Euclidean space. In fact,
Flock and Stovall[4] approached this question by considering sequences
of functions for which the ratio of the extension norm to the norm of the
function converge to S, 4. Such sequences are called extremizing sequences
or extremal sequences.

Flock and Stovall[4] proved a dichotomy of extremizing sequences gy,
where either

1. g, — g. Here, an extremizer g exists.

2. g, can be written as F), + tF,, where F,, and F), are functions converg-
ing on the North and South pole.

Our studies focus on the latter case. Suppose we had the isoperimetric
inequality restricted to the set of regular polygons. Then as the number
of edges increase, the shape approximates a circle, hence we would get
something very close to the original isoperimetric inequality, but it can
never be sharp. However, the best constant will not change just because no
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equality can be reached. Consider

B

S — == =
. <oo ||f||Lp(Sd;dcr)

Hf”Lp(Sd;dcr)

sup  IEf |, marr)-

”f”Lp(Sd;dg)zl

To show the equivalence of the two forms, let’s start with any func-
tion f such that [|f||; (s¢4s) < co. Define g = [Py ensuring that

1912, (s¢:d0) = 1. The extension operator applied to g gives:

1€ fII L, (ra+1)

19tk = 7 ey
Hence, the supremum over all f with finite L, norm is equivalent to the
supremum over all normalized f, proving that the two formulations of S),_,,
are indeed equal.

The reformulation sets the stage for the conjecture to propose specific
bounds and conditions under which the supremum is finite or achieves a
particular value. For the case where g, — g, we hypothesize that

Conjecture 8 (Conjecture for the sphere). For ¢ > d%fp/ and q > Q(dfjl)

Spsq < 00
and further when q = %%Qp’, for f =1
15| ra+1
Spsg = To———.
||f||Lp(Sd;d0)

The discussion of how the condition of antipodally concentrating profile
is derived with rigorous mathematics discussion, intriguing and expansive
as it could be, is beyond the scope of this paper. A brief summary is
that for a family of symmetrically concentrating profiles known to be likely
candidates when the inequality becomes an equality,

&
lim I gnHLq(R“”'l) Upg.
n—oo HgnHLp(Sd;dU)

Forl1<p<gq= ‘%21)’, we define

— max ”1 + teieHLq([O,Qﬂ],de/Qﬂ)

3
te[0,1] (1+tp)l/p ©)

Qpq
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The parameter ¢ serves as the ratio between the norms of the extensions
of two antipodally concentrating profiles.

We are interested in the value of ¢ at which extremum can be obtained
by the function of the right hand side, as well as the actual magnitude of
the extremum itself, although perhaps to a lesser extent. Specifically, given
numerical evidence that max{c,, 4} occurs at either 0 or 1. we consider the
following questions:

1. Can we provide a mathematically sound proof of «a;, being maxi-
mized at either 0 or 1?

2. Can we give a cutoff in (p, ¢) for when the maximum values moves
fromt=0tot =17

Before the discussion of the endpoint conjectures, we must discuss sev-
eral preliminary facts about the quantity.
We define

11+ t€™|| 1. ((0,2x],d8/2m)
I(t7p7 Q) = (1 —|—tp)1/p

1 1 2m
_ - q
= Ao (27r /0 |1 4 t cos() + tisin(6)] d0>

1/q

1 1 1/‘1

27
- m (271/ (tz cos?(6) + 2t cos(f) + Sin2(9))q/2 d&)
0
1/q

1 1 2 2 q/2

The range of ¢ € [0, 1] has led us to speculate in a variety of forms. For
instance, let ¢ € [0, 5], we attempted the parameterization of ¢t = sin(¢),
where

1/q

o 1 1 2m .2 . . 9 q/2

I(p,p,q) == T sP(0)) 177 <27T /0 (sin”(¢) + 2sin(¢) cos(f) + sin()) d¢9>
However, this form of parameterization did not simplify the already

complicated function, and impeded the attempt of finding the derivative of

the already complicated function.
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0.6 Evolving Conjectures on o, ,

I(t, p, gy whend =3
1.08

1.06

15
16
— 17
— 18
19

1.00 ===~

0.00 025 0.50 078 1.00

t

Figure 1 Overall Trend for I(t,p,q)

The function I(t, p, q), as depicted in Figure 2 with a multitude of choices
for p, presents a complex behavior where the location of its maximum shifts
based on the parameter p. For certain values of p, the maximum of I(t, p, q)
is achieved when ¢ = 0, while for other values, the maximum is at ¢t = 1.
This suggests the existence of threshold values of p at which the behavior
of the function transitions. Initial studies on visualizations like Figure 1 on
the quantity has enabled us to propose the following conjectures:

Conjecture 1. There exists a critical value p. such that for all p < p., the
maximum of 1(t,p,q) is achieved at t = 0, and for all p > p., the maximum is
achieved at t = 1.

Conjecture 2. For p1 > po, the function 1(t,p1,q) and is always bigger
than the function 1(t, p2, q2) at any given t € (0, 1), where the pairs (p1,q1) and
(p2, q2) are defined by q¢; = d%?p;.

While this was verified by several of our visualizations, this encountered
what we would call "anomalies for small p", where we see on Figure 2
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where p is around 1.2 and ¢ around 0.25. This shows both the strength
and limitation of numerical observations: while it can rule out incorrect
hypothesis with relative efficiency, it does not provide information as much
as a concrete proof.

I(t, p. ) whend =3
1.08

11
12
13
— 14
— 15
— 16
— 17
18
18

1.05

Iitp.a)

0.99

0.96
0.00 0.25 0.50 075 1.00
t

Figure 2 While the endpoints seem to be monotonous with respect to
p, this cannot be generalized to the entirety of the function.

To further investigate small values of p, we make a third visualization on
p € [1.05,1.15]. The result shows that the monotonous increase of I(1,p, q)
with respect to p no longer holds here.
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I(t, p, q) whend =3 (For p near 1)

0.99 p
1.05
= 1.07

o — 1.09

=098 — g1

113
115

- e
o \/
.'\\/

0.00 0.25 0

Figure 3 Comparisons of p € [1.05,1.15] reveal further complications
on I(t,p,q)

The continuous attempt (and failure) to find a symbolic, mathemati-
cally rigorous way to indicate the property of I(¢, p, ¢) serve as a recurrent
theme in our paper. And when such efforts fail, we resort to numerical
observations.

Initially, this works well for cases where p is large. We considered
generalizing the statement of monotonicity to any ¢t € (0,1). However, as
the value of p decreases, we discovered that the case is not necessarily true
for small p.

Our first conjecture posits that such threshold values exist, and under-
standing their nature is crucial for the full characterization of the function.

Consider the function I(t,p,q) for d = 3. We observe that as p varies,
the function’s maximum shifts from ¢ = 0 to ¢ = 1. The general behavior
of the functions depicted in the graph can be described in several distinct
phases based on the value of the parameter p.

We observe 3 cases for the behavior of the function (¢, p, q):

1. Case: For p that is closer to 2, the function increases monotonously on
(0,1).

2. Case: For smaller p that is larger than some cutoff, which will be
discussed later, the function decreases first, and then increases to a
value above 1.
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3. Case: For p even smaller than the cutoff, the function decreases first,
but then increases to a value that is below 1.

For lower values of p, the functions appear to be decreasing rapldiy near
t = 0 and then increase in a flat manner as t approaches 1, but never growing
back to 1 again. This indicates that the function’s sensitivity to changesin ¢ is
minimal at the lower end of the ¢ range. As p increases, a point of inflection
emerges, beyond which the function’s growth rate increases significantly.
This point of inflection moves closer to ¢ = 0 as p further increases.

Atintermediate values of p, the function’s curvature changes, suggesting
a complicated relationship between ¢ and the function’s value. We have
managed to evaluate the values of the function symbolically at 1, but failed
to generalize it to any arbitrary valuein ¢ € (0,1)

As p approaches and exceeds a certain threshold value, the functions
demonstrate a marked increase at lower values of ¢, signifying a shift in the
behavior of the function. This shift is indicative of a phase transition-like
phenomenon where the function’s sensitivity to ¢ is now greatest at the
lower end of the ¢ range, which is a stark contrast to the behavior observed
for lower values of p.

The evaluation of I(1, p, q) enables us to look into the cutoff of p where
its behavior change. While we have observed anomalies for small p, we
believe that there exist for any d, there exists a critical value p. such that for
the pair (p., g.) defined by d, I(t, p., g.) either strictly increases or decreases
before bouncing back to 1. (and we would expect to observe the maximum
att = 1) and for any p < p. the monotonicity no longer exists, but we still
could see a maximum at either t = 0 (when p is near 1) or ¢t = 1 (when p
gets larger). In other words, this p. separates case 1,2 from case 3.

We looked into this by defining a hypothesized critical point p.(d) where
given a certain integer d that represents dimension and a small real number
e > 0, we have I(t,pc(d),q.(d)) attains its maximum value at 0, whereas
I(t, pe(d)+€, qa¢(ay) attains its maximum value at 0. We use the binary search
algorithm enabled by the conjecture that the value I(1, p, ¢) is monotonous
with respect to p. Previously, we have tried symbolic means tosolve 3, , = 1,
but complications in computation have prevented us from obtaining any
meaningful results. Here, the pair (pe(d), ge(d)) and (pe(d) + €, gac(a)) are
both (p, ¢) pairs defined by d. Importantly, this definition of cutoff asserts
that if p is bigger than p.(d), the function has to attain its maximum at 1, a
hypothesis substantiated by visualization and numerical analysis but lacks
actual proof.
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Here is the visualization of the cutoff between where the maximum
would be attained with respect to dimensionality. The threshold starts at
around 1.6 and slowly approaches 2. We draw this figure with log(d) for a

compact view.

Different cutoffs of p, and corresponding g with precision 1e-06

19

Cutoff of p for It,p,q)

Cutoff of p for I{t,p,q)

4 6 2 10
log(d)

(]

Figure 4 The cutoff of p, which separates case 1,2 from case 3.

In addition, here is a list of cutoff values for different values of d. This
table indicates how rapidly the cutoff p.(d) approaches 2 from below:
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d Pe(d)

16  1.82498918
40 1.92460603

99 1.96858460
245 1.98714373
602 1.99474074
1480 1.99785666
3641 1.99912813
8955 1.99964564

Table 1 Selected Values of p.(d)

0.7 Special values of o, ,

This sections deals with I(t, p, ¢) when the variable ¢t and parameters (p, q)
are special. Recall that

1/q

I t = — R
(t,p,q) 5

I+ e Ly (0,2n] 62 1 1
(1 +tr)t/p (1 +tr)t/p

2m
/ |1+ tcos(0) + tisin(9)|? d9>
0

and thus whent =0, I(t,p,q) = 1.

The case t = 1 is relatively complicated to ¢ = 0, as we consider the

fraction part, 21%, and the integral part,
1 2

— [ (2+2cos(6)? do
27T 0

Note that
1+ cos(f) =1+ cos(2-60/2) = (1 +2cos*(0/2) — 1) = 2cos*(0/2)

Thus
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1 27
— (2 + 2cos(6))4? df
2T 0
2a/2 27
=" | (1+4cos(8)?? db
2T 0
2a/2 27 /2
_ s 9 cog? q
o ), (2cos®(0/2))"" db
249 2
= — cos?(0/2) dbf
2T 0
249 2w
= — cos?(0/2) db/2
T Jo

29 /2
=— 2/ cos?(p) dp
™ 0

where the last line holds due to periodicity.
Now recall the general trigonometric form of the Beta Function 5(a, b)

1 b+1 /2
B<a+ +> :2/ sin® z cos® z dx
0

2 72
Recall that I'(3) = /7. Substitute a = 0 and b = ¢, we have
1 2w 249 1"(

a2 gg_ 2T )
3 Jy (22O 0= T e = 2

And consequently,
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We denote this value as (3, 4.
Recall the Beta function’s definition in terms of the Gamma function:

I'(z)T'(y)
Iz +y)

By setting = 4 and y =  + 1, we can align the denominator of the
expression with the Beta function’s form:

B(x7y) =

B(q,qﬂ)_F()F(%H).

And consequently,

1(1,p,q) 21< 217 )q
pyq) =27 [ —
qrB(4, 4 +1)

Note that the Beta function can also be defined by the integral form:

1
B(z,y) = / 27711 — 2 dz
0

Substituting = § and y = £ + 1, we get:

1
q 4q
19040 -
B ( 573 + /0 z
We note that the integrand is always positive and is less than or equal
to1fort € [0,1] because tz~! < 1fort € [0,1] and (1 —t)z < 1 fort € [0,1].

Therefore, the entire integrand is less than or equal to 1 for all ¢ in the
domain of integration. Given this, a conservative bound in this context is:

q q
B<7,f 1)<1.
9 2—|— <

ok

11— 2)% da.

And thus

Q=

op (LT T 2y
I(1,p,q) =2 (P(;)p(q;?)> o <q7T)

Here is the trend of 3, ; with respect to p when d = 3.
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I(1, p, g) when d = 3 With Respecttop
1.08

0.99

1.00

1.50 175
p

Figure 5 [, , first decreases from p = 1 to p = 1.1, and monotonous
increases fromp =1.1top =2

Note that due to the Legendre duplication formula, we have:

1 21721 (25)
r{j+=)=>"— %"
<‘7+2> NGNE
Thus
I(1,p,q) =2¥

I
[\
e

[\V]

=

4

Il
[\
RS |~
e N RS
e =
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=11
(=}
I\D‘Jr
&)
[\
el
4
)1
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=2
~
Q=

I
)
e
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< |2
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[}
=
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_l_
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With a similar process, we can work out I(t,p,q) when t and ¢ are
special. One case we have looked at is when ¢ € N*. This is motivated by
numerical observations for such choices of q.
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I(t, p. gy whenq=3

0.00 0.25 0.50 075

t

W o= m

I(t, p. gy whenq =4

1.025

1.000 -

Iit.p.a)

0.975

Figure 6 For values of ¢ > 2 and d, I(t,p,q) < 1 fort € (0,1). We
hypothesized that this is always true for large ¢ but have not succeeded

in proving it.

We can see that the trend of functions characterized by ¢ is similar from
previous discussions relevant to p. As g increases, I(t, p, q) decreases (when
we compare curves of the same color across different figures). Recall that

X !
we characterize the lower bound of I(1,p,q) > 2# 2;—7: ‘. While this is a

lower bound, it also served as a close approximation of I(1, p, q).

We can take it one step further by making ¢ even natural numbers,
or ¢ = 2k,k € Ntk > 2. While this case has been often considered by
previous literature due to simplicity of computation, our interest is due to
the application of the binomial expansion, namely

W o= m
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1
1 2w ) % 0 % '
I(t,p,q) = o </ (t? 4 2t cos(0) + 1) d2W> , where the numerator can be written as
2 0

2 R
(t* 4 2t cos(0) + ) d27r

h

2m k 0
/ — 20+ 1+ 2t + 2tcos(9)]” d—
0 2w

/% t—1)% 4 2¢(1 + cos(0))]" il

2m
I {io( o 2][2f<1+cos<6>v} na
i(){ s / {12 + 2 cos(¢ }d%}
We take the step of

(2 + 2t cos(0) + 1)" = [(t — 1)2 + 2¢(1 + cos(6))]F

because it enables us to integrate (1 + cos(f))’ after binomial expansion,
which we can do thanks to the trigonometric form of Beta Function.
Note that when j = 0, the amount

{(1 )22 () /027r {[(2+ 2cos()) } d;ﬂ}

is (1 —t)2*=2/. We define this expansion on ¢ € (0, 1) and avoid the flaw
caused by 0°.

Here is a table of special values of I(t, p,q) when ¢ = 2 x 2, where the
(p, q) pair is defined by d = 3.

0.8 Effortfor Differentiation and Estimation of /(¢, p, q)

We originally wanted to find the value of ¢ such that the function I(¢, p, ¢) is
maximized. A theoretical approach is to differentiate, which is the purpose
of polynomial expansion.
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t Direct Integration Binomial Expansion

0.1 0.95601455 0.95601455
0.2 0.92149780 0.92149780
0.3 0.89919695 0.89919695
0.4 0.88567976 0.88567976
0.5 0.87774286 0.87774286

Table 2 Comparison of Integration Methods

Recall that

1 27 2qr( )
— 2+ 2cos(6))?? dh = =
o7 /. (24 2cos(6)) -

e )
1tr.0 =Y 5mram

We can further simplify the expression of

K 2T i
I(t,p.q) = w (jz% (j) {(1 —t)2k:—2j(t)j/0 {[(2+2COS(6)]j} d;ﬂ})

when we consider g = 2k.
We attempted to separate the function by a product, denoting
1

ft) = (1 —I—tp)l/p

and ¢(t) being the expanded polynomial for the case ¢ = 2kand k € N*, k >
2. We impose this restraint because previous studies indicated that it could
lead to interesting results. To compute %1(¢,p,q), we apply the product
rule, which yields

%I(t,p, q) = f'(t)g(t) + f(t)g'(t)

. The derivative of f(t),
pt!

f(t)z—m
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, involves standard calculus. However, the derivative of g(t), ¢'(t), necessi-
tates differentiating under the integral sign and then taking the 2k-th root’s
derivative.

A second point of interest lies in the initial observation of the funtion.
Numerical evidence seems to suggest that the monotonicity of the funtion
near 0 is indicative of its overall behavior:while we hypothesized that if the
function is monotonous increasing att = 0, it will be monotonous increasing
ont € (0,1) as well. To approach this, we attempted using Taylor Series
and Generalized Binomial Expansion Theorem, only to be inhibited again
by complications of differentiation.

We are interested in studying the Taylor Polynomials of a, , near t = 0.

Recall that

1 1 27
I(t,p,q)? = AT my <27T/0 (t* + 2t cos(6) + 1)q/2 d9>

For the denominator function g(t) = (1 4 t?)%/P,

9(0) = ( + 0P =1

gt) = (1 + )P = p=1(1 4 ) L/pd

g'(0) = 0"~1(1+ 07t =0

§(0) = S [P Y] = D ) 1 e
g"(0) = N A(due to hm( — 1)t"~2 does not converge).

For the numerator this is more complicated. Using the Leibniz rule, we
have:



XXXV

Studies on the Ratio Parameter

f(0)=1

d 1 21 9
/ _ 2 1 q/
f'(t) = tor J, (t + 2t cos(0) + ) do

q [* q/2-1
= 2/ (t* + 2t cos(9) + 1) - (t + cos(0))do
™ Jo

2m
1'(0) q /0 cos(0)df =0

T on
f"(¢) is too complicated. Reducing the terms vanishing at ¢ = 0 yields

2m _ 2w
f"(0) = 227/0 [1+(g/2—1)-2cos*(0)] db = q+ q/;rl/o 2cos?(h) df =

The last equality uses the fact that 2 cos?(6) = 1 + cos(26)
The generalized binomial theorem states for any real number a and
|z| < 1, the expansion is:

-1
(1—i—x)a—1+ax+a(0;‘)a;2—|—...
Here, « = —¢/p and x = tP. Let’s write out the first three terms of the

expansion:

0. Zeroth Term: - The constant term is always 1.

1. First Term: - The coefficient of the first term x (which in our case is
tP) is v, so the first term is —%tp .

2. Second Term: - The coefficient of the second term 2 (which in our
case is (tP)? = t?P) is % Substituting & = —gq/p gives us the second
term as %;q/pfl)t?p .

3. Third Term:

(—a/p)(=¢/p —1)(=a/p —2) 3
3!

This term arises from the Wﬁ part of the expansion, representing
the third term involving ¢.

Combining these, the first three terms of the expansion of g(t) = (1 +
tP)~9/P are:

g6 ~1— ]%tp n (—CI/P)(;CI/P — D, (—Q/P)(—Q/p:; D(=a/p—2) s,

3q—2
2
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We study the sign of f’g — f¢’, which yields:

W(p*q*(tZ*(3q—2)+4)*(2*p2*tp+2—2*p>kt2p+2*(p+q)+t3p+2*(p+q)*(2*p+q))/8
+t4*(3q—2)*(6*1)3—6*p2*q*tp—|—3*p*q*t2p*(p+q)—q*t3p*(p+q)*(2*p+q))/12)

But the complications prevent us from obtaining any meaningful results.
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The studies on «, 4, with its functional form I(t, p, ¢) has enabled us to un-
derstand its derivation, and we can use it to derive some special values of
t. However, trend of the function part of 4 still requires differentiation,
which is prohibited by the complicated form of the function. Our discus-
sions have reaffirmed the intricate nature of the restriction inequalities and
their dependency on the dimensional settings and the values of pand ¢. The
theoretical and numerical explorations have suggested that the conjectures
on the monotonicity for I(p, ¢) holds under certain conditions, but not for
every t. While the hypothesized value for the cutoff of ¢t where the maxi-
mum is attained at 1 instead of 0 is when p is significantly larger than when
it would exhibit anomalies, there is no proof of monotonocity. This study
really highlights the strength and drawback of numerical studies: while it
provides us with immediate visualizations enabling interesting hypotheses,
we lack concrete methods to prove them.
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